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Abstract
Entity linking, also known as semantic annotation, of textual content has received increasing attention. Recent works in 
this area have focused on entity linking on text with special characteristics such as search queries and tweets. The semantic 
annotation of tweets is specially proven to be challenging given the informal nature of the writing and the short length of 
the text. In this paper, we propose a method to perform entity linking on tweets built based on one primary hypothesis. We 
hypothesize that while there are formally many possible entity candidates for an ambiguous mention in a tweet, as listed 
on the disambiguation page of the corresponding entity on Wikipedia, there are only few entity candidates that are likely 
to be employed in the context of Twitter. Based on this hypothesis, we propose a method to identify such dominant entity 
candidates for each ambiguous mention and use them in the annotation process. Particularly, our proposed work integrates 
two phases (i) dominant entity candidate detection, which applies community detection methods for finding the dominant 
candidates of ambiguous mentions; and (ii) named entity disambiguation that links a tweet to entities in Wikipedia by only 
considering the identified dominant entity candidates. Our investigations show that: (1) there are only very few entity can-
didates for each ambiguous mention in a tweet that need to be considered when performing disambiguation. This helps us 
limit the candidate search space and hence noticeably reduce the entity linking time; (2) limiting the search space to only a 
subset of disambiguation options will not only improve entity linking execution time but will also lead to improved accuracy 
of the entity linking process when the main entity candidates of each mention are mined from a temporally aligned corpus. 
We show that our proposed method offers competitive results with the state-of-the-art methods in terms of precision and 
recall on widely used gold standard datasets while significantly reducing the time for processing each tweet.
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1 Introduction

With the dramatically fast adoption of social media, Twit-
ter has become one of the largest microblogging platforms. 
Every second, there are around 6000 tweets posted on Twit-
ter on average, which corresponds to over 500 million tweets 

per day.1 Hence, Twitter is often considered to be a source 
for significant information for many applications such as 
trend identification, user interest detection and customer ser-
vice, among others (Jansen et al. 2009; Zarrinkalam et al. 
2015; Pak and Paroubek 2010). The need to process tweets 
for such applications demands the development of new tech-
niques that are specifically built for processing tweets and 
allow for the extraction of semantics and actionable insight.

The primary goal of work in the area of semantic annota-
tion and entity linking (Jovanovic et al. 2014) is to process a 
textual document, identify the mentions that have the poten-
tial to be linked to some entity in knowledge bases such as 
DBpedia or Freebase and connect them to those entities. 
This allows for text analytics at a higher level, which focuses 
on the meaning of the documents in addition to its syntactics 
(Liu et al. 2013; Zou et al. 2014). While several practical 
semantic annotation systems have already been introduced 
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in the community, they are not necessarily guaranteed to 
offer the best results in the case of Twitter content given 
the special characteristics of tweets, which are known to be 
short and noisy (Inches et al. 2010; Massoudi et al. 2011). 
These characteristics often affect the efficiency of existing 
techniques.

To address these challenges, recent works for seman-
tic annotation consider textual context characteristics. For 
example, the work in Ferragina and Scaiella (2010) and Meij 
et al. (2012) is specially designed for annotating tweets. The 
central goal of such work is to link a mention within a tweet 
to the best Wikipedia entity. The challenging aspect of the 
tweet annotation process is to correctly link ambiguous men-
tions to the right entity despite the relatively short context. 
This is because for each ambiguous mention in a tweet, 
multiple entity candidates (also known as disambiguation 
options) are available. For instance, as shown in Table 1, 
the term Apple has 52 different entity candidates on Wiki-
pedia (equivalent to 52 entries on Apple’s disambiguation 
page on Wikipedia).2 Existing techniques consider all of the 
candidates for an ambiguous mention as possibly valid dis-
ambiguation options.

1.1  Research objectives

Inspired by the early idea from Gale et al. (1992), which 
states that within a given discourse there is often one main 
sense for each term, and also by reviewing Twitter con-
tent, we developed a hypothesis that for a given ambigu-
ous mention in a tweet, and within a given time interval, 
it is very unlikely that all of the possible entity candidates 
have an equal likelihood to be observed on Twitter. In other 
words, we hypothesize that from amongst the available 
entity candidates of an ambiguous mention, there are only a 
limited set of entity candidates that are actually being used 
on Twitter. Therefore, for a tweet that consists of a set of 
ambiguous mentions, it would be rational to consider only 

dominant entity candidates, i.e., the entities that are fre-
quently observed on Twitter, for the purpose of disambigua-
tion as opposed to considering the whole entity candidate 
set. Further to our example and as we will show later in the 
paper, there are primarily two dominant entity candidates for 
Apple on Twitter, referring to either the Apple corpo-
ration3 or the Apple fruit4 and the other 50 entities 
are very rarely, if at all, observed on Twitter.

Based on the dominant entity candidates hypothesis, the 
objectives of our work are to provide support for the annota-
tion process in both offline and online stages:

– (offline) identify those entity candidates of ambiguous 
mentions that are frequently observed on Twitter as their 
dominant candidates. Our focus will be on identifying 
these candidates through an unsupervised approach. The 
dominant entity candidates are identified once within a 
certain time period in an offline process and will be used 
in the online annotation process;

– (online) perform semantic annotation for tweets by con-
sidering only the identified dominant entity candidates 
on the fly. The reason we are interested in identifying 
dominant entity candidates and only using them in the 
annotation process is that by doing so, we hope that the 
annotation process will be faster and more efficient.

1.2  Contributions

To address the research objectives of our work, we provide 
three technical contributions in this paper that relate to the 
identification of dominant entity candidates for ambiguous 
mentions and performing semantic annotation by only con-
sidering the dominant entity candidates in the annotation 
process. More concretely, the contributions of our work are 
as follows:

Table 1  Sample dominant use 
of Wikipedia entities on Twitter

Mention Wikipedia entity candidates Dominant candidates

Apple Cashe w_apple , Custa rd_apple , Love_apple , Apple _(fruit )
Apple _(album ), Apple _Inc....(52 entity candidates) Apple _Inc.

Java Java_Sea, Java_Trenc h, Java_Alaba ma, Java_Road, Java_coffe e
Java_(progr ammin g_langu age), Java_(band), Java_(progr ammin g_langu age)
Java,_New_York, Chrys ler_Java...(38 entity candidates) Java_Sea

Maze Maze_(film), Maze_(band), Maze_(solit aire) Maze_(puzzl e)
Maze_(puzzl e)...(39 entity candidates) Maze_(band)

Balance Balan ce_(accou nting ), Balan ce_(band), Balan ce_(abili ty)
Balan ce_(1983 film), La_Balan ce...(35 entity candidates) Balan ce_(accou nting )

2 https ://en.wikip edia.org/wiki/Apple _(disam bigua tion).

3 https ://en.wikip edia.org/wiki/Apple _Inc.
4 https ://en.wikip edia.org/wiki/Apple .

http://en.wikipedia.org/wiki/Cashew_apple
http://en.wikipedia.org/wiki/Custard_apple
http://en.wikipedia.org/wiki/Love_apple
http://en.wikipedia.org/wiki/Apple_%28fruit)
http://en.wikipedia.org/wiki/Apple_%28album
http://en.wikipedia.org/wiki/Apple_Inc.
http://en.wikipedia.org/wiki/Apple_Inc.
http://en.wikipedia.org/wiki/Java_Sea
http://en.wikipedia.org/wiki/Java_Trench
http://en.wikipedia.org/wiki/Java_Alabama
http://en.wikipedia.org/wiki/Java_Road
http://en.wikipedia.org/wiki/Java_coffee
http://en.wikipedia.org/wiki/Java_%28programming_language)
https://en.wikipedia.org/wiki/Java_%28band)
http://en.wikipedia.org/wiki/Java_%28programming_language)
https://en.wikipedia.org/wiki/Java,_New_York
https://en.wikipedia.org/wiki/Chrysler_Java
http://en.wikipedia.org/wiki/Java_Sea
http://en.wikipedia.org/wiki/Maze_%28film)
http://en.wikipedia.org/wiki/Maze_%28band)
https://en.wikipedia.org/wiki/Maze_%28solitaire)
http://en.wikipedia.org/wiki/Maze_%28puzzle)
http://en.wikipedia.org/wiki/Maze_%28puzzle)
http://en.wikipedia.org/wiki/Maze_%28band)
http://en.wikipedia.org/wiki/Balance_%28accounting)
http://en.wikipedia.org/wiki/Balance_%28band)
http://en.wikipedia.org/wiki/Balance_%28ability)
http://en.wikipedia.org/wiki/Balance_%281983%20film)
http://en.wikipedia.org/wiki/La_Balance
http://en.wikipedia.org/wiki/Balance_%28accounting)
https://en.wikipedia.org/wiki/Apple_%28disambiguation)
https://en.wikipedia.org/wiki/Apple_Inc
https://en.wikipedia.org/wiki/Apple
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– We propose a graph-based method to find the relevant 
term clusters for ambiguous mentions on Twitter;

– We formulate an approach for finding the most suitable 
Wikipedia entity for each of the identified term clusters 
to identify dominant entity candidates for each ambigu-
ous mention; and

– We present an annotation technique that links a set of 
ambiguous mentions in a tweet to an unambiguous Wiki-
pedia entity by only considering dominant entity candi-
dates.

From a theoretical perspective, our work is among the early 
works that focus on the unsupervised mining of impor-
tant and relevant entity candidates of ambiguous mentions 
from temporally aligned Twitter corpora. The dominant 
entity candidates are mined without considering a specific 
input tweet and are extracted in an offline process. From a 
practical perspective, this leads to statistically significant 
improved execution time compared to the state of the art 
while maintaining a competitive accuracy with the state of 
the art on ‘un-aligned’ gold standard datasets and improved 
accuracy on a temporally aligned gold standard dataset.

We evaluate our proposed approach on two publicly 
available datasets released in Meij et al. (2012) and Basave 
et al. (2014). Experimental results show that our method 
is competitive with other state-of-the-art baselines includ-
ing supervised and non-supervised approaches in terms of 
precision and recall despite the fact that we only consider 
dominant entity candidates of an ambiguous mention and 
ignore the majority of the other candidates as disambigua-
tion options. Furthermore, we will report that when the tweet 
that is being processed is temporally aligned with the cor-
pus used for identifying the dominant entity candidates that 
our approach shows improved performance compared to the 
state-of-the-art techniques. We also show that our method 
has a significantly faster processing time compared to other 
techniques. Our source code, datasets and evaluation metrics 
can be accessed at https ://githu b.com/lunaf eng/ELTDS .

The remainder of this paper is organized as follows: In 
the next section, we cover the most relevant work to our 
paper. In Sect. 3, we present our proposed approach, which 
includes two phases, namely (i) dominant entity candidates 
detection, and (ii) named entity disambiguation. Section 4 
is dedicated to the details of our experimental results. In 
Sect. 5, we discus some limitations of our method and finally 
Sect. 6 concludes the paper.

2  Related work

The task of linking textual mentions to the most relevant 
entities from structured knowledge bases has attracted a lot 
of attention over the past several years (Zou et al. 2014; Liu 

et al. 2013; Yamada et al. 2015; Tran et al. 2015; Huang 
et al. 2014; Shen et al. 2013). This task is primarily com-
posed of two major steps: (i) The first step is concerned 
with the identification of the mentions that have the poten-
tial to be linked to some entity in the knowledge base. This 
involves performing tasks such as term expansion (Zou et al. 
2014), abbreviated form expansion, and domain dictionary 
lookup (Yamada et al. 2015) to detect misspelled mentions 
and acronyms. (ii) The second step deals with assigning a 
candidate entity to the identified mentions from the first step 
based on a set of features that measure the relevance of the 
mention and the candidate entities. There are typically two 
types of features that have been used in the literature, namely 
local and global features. Local features include such things 
as the distance obtained from a cosine similarity measure, 
edit distance similarity, the probability of the mention serv-
ing as the anchor text for the entity candidate (Liu et al. 
2013) and the temporal relevance of an entity candidate for 
a given mention (Tran et al. 2015).

Global features take a more comprehensive view towards 
candidate entity ranking where the relations between the 
entity candidates for the different mentions of the tweet 
are taken into consideration. For instance, Liu et al. (2013) 
introduce a collective inference model to link mentions in a 
tweet to entities of a knowledge base. The authors integrate 
two sets of global features to train their collective inference 
model, namely the entity-to-entity and the mention-to-men-
tion similarity features. Through the use of these two sets 
of features, the authors try to link mentions to similar enti-
ties while preserving high total similarity between matched 
mention-to-entity pairs. They consider the inter-entity 
link structure amongst the pairs of entities on Wikipedia 
as a measure for entity-to-entity similarity. The mention-
to-mention set of features consist of the textual similarity 
between pairs of tweets and whether they are from the same 
author. To combine the above-mentioned three sets of fea-
tures, the authors employ a greedy hill-climbing approach in 
the training process to learn the best weighting coefficients 
for each of the features. Sarmento et al. (2009) disambigu-
ate the entities on the Web by clustering the mentions such 
that each cluster refers to only one entity. To calculate the 
similarity of mentions, they create a feature vector, which 
is a TF/IDF vector based on the terms that the mention has 
co-occurred with, for each mention. In Zou et al. (2014), Zou 
et al. employ a belief propagation method based on topic 
distribution, instead of common links, to calculate the global 
features. The reason is that common links between entities 
can imply content similarity and subsequently, similar topic 
distribution. The method proposed by Habib and van Keulen 
(2012) assumes that the correct entities for mentions appear-
ing in the same tweet should be related to each other in the 
YAGO KB graph. Their disambiguation algorithm gives the 
set of all candidate entities for the extracted mentions, then 

https://github.com/lunafeng/ELTDS
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the algorithm finds all possible permutations of the entities. 
For each permutation, they apply agglomerative clustering 
to obtain a set of clusters of related entities according to 
YAGO.

Similarly, a recent study by Li et al. (2016) intentionally 
removes the cross-links between the entities in the knowl-
edge base from consideration. They propose a generative 
model instead, relying solely on textual content, to associate 
a mention to an entity in a linkless knowledge base. TagMe5 
(Ferragina and Scaiella 2010) is one of the better known 
semantic annotation tools, which has been specifically built 
for short text, and has shown to perform reasonably well on 
different datasets and for various benchmark metrics (Cor-
nolti et al. 2013). TagMe uses Wikipedia anchor texts and 
pages to cross reference mentions with Wikipedia entities. 
Similar to the idea of global features, TagMe benefits from 
collective agreement between the entity associated with a 
mention and all of the other entities detected in the text. Dif-
ferent from TagMe, the work by Meij et al. (2012) performs 
entity linking by learning the importance of three types of 
features, i.e., n-gram features, concept features, and tweet 
features, in the linking task. The authors then use various 
machine learning techniques that are trained on a training set 
using ten-fold cross validation. The authors show that ran-
dom forests or gradient boosted regression trees can improve 
the precision of the entity linking task.

For the purpose of determining the correct entity, some 
approaches adopt a graph-based representation for the inter-
linking of local and global features. For example, Shen et al. 
(2013) turn the tweet entity linking problem into a user-
oriented graph-based interest propagation problem. They 
assume each user has a constant underlying topic interest 
distribution over various named entities and propose KAURI 
to collectively link mentions in all tweets posted by the user 
to the user’s topics of interest. In a similar vein, Huang et al. 
(2014) propose a graph regularization model to collectively 
identify and at the same time disambiguate mentions within 
a tweet. This work is the only work in the literature that 
employs a semi-supervised method for tweet entity link-
ing. In our work, we explore local and global features for 
the purpose of determining the correct entity. Although our 
annotation model is not graph-based, we utilize a graph-
based method in our prepossessing step to identify dominant 
entity candidates. Most, if not all, of the above given works 
do not consider the fact that the choice for the most appropri-
ate entity for a given mention could be influenced by time. 
In other words, these approaches build probability distribu-
tions based on the entity and text co-occurrence within the 
source corpus, e.g., Wikipedia, and use these distributions 
to calculate the local and global features. Therefore, these 

models will not be able to use dynamic information about 
the temporal co-evolution of mentions and entities. Tran 
et al. (2015) is one of the only few that considers the notion 
of temporality. The authors incorporate temporal informa-
tion from the Wikipedia edit history and page view logs to 
link hashtags to entities. For instance, while ‘#sochi’ refers 
to a city in Russia, the hashtag was used to report the 2014 
Winter Olympics during February 2014. In our work, we 
also consider the notion of temporality as we determine the 
dominant entity candidates of ambiguous mentions on Twit-
ter within certain time periods.

From a training perspective, tweet entity linking meth-
ods can be classified as supervised and unsupervised. 
Unsupervised models build probability distributions based 
on the characteristics of a source corpus. TagMe (Ferra-
gina and Scaiella 2010) and DBpedia Spotlight (Daiber 
et al. 2013) are some examples of unsupervised methods. 
Such approaches would, therefore, perform in the same way 
regardless of the input tweets that need to be annotated. 
Supervised models, however, are trained and fine-tuned 
based on an initial set of labeled tweets and, therefore, would 
perform more suitably for the set that they are trained on. 
The work by Meij et al. (2012), Liu et al. (2013) and Wikify! 
(Mihalcea and Csomai 2007) are examples of supervised 
techniques. Huang et al.’s work (Huang et al. 2014) is the 
only work that has considered the semi-supervised approach 
for annotation and has reported competitive performance 
compared to supervised approaches with only 50% labeled 
data. Our annotation process is unsupervised and hence, 
does not require a training dataset.

Overall, while all the above given methods employ the 
complete entity candidate set defined on Wikipedia in the 
disambiguation process, we only consider entities that are 
frequently observed on Twitter, i.e., dominant entity can-
didates for each ambiguous mention within a tweet and 
ignore the majority of the other candidates. A similar idea 
is followed in Shirakawa et al. (2011) to disambiguate the 
entities mentioned in a document with dominant concepts 
that are detected from the input document. Their idea of 
using only dominant concepts to disambiguate entities is 
similar to our work; however, they identify the dominant 
concepts of each ambiguous mention in a given document 
using only the existing terms in that document. So, it can-
not be applied for tweets which are short and noisy and 
and do not contain rich information. Furthermore, their 
dominant concept detection step is a part of their disam-
biguation process. However, our dominant entity candi-
dates detection is an offline process which is done once 
on a Twitter corpus and is independent of the disambigua-
tion step. Similarly, the methods proposed in Hoffart et al. 
(2011); Mena and van Keulen (2016) use the idea of prom-
inent entities to cut out the long tail of candidates. How-
ever, despite these works, which calculate the prominence 5 tagme.di.unipi.it.
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of an entity in the context of Wikipedia, simply based on 
Wikipedia-based frequencies of link anchors referring 
to that entity (i.e., prior probability), we have extracted 
the dominant candidate entities of an ambiguous mention 
in the context of Twitter. The main difference is that the 
above given works do not consider the fact that the choice 
for the most appropriate entity for a given mention could 
be influenced by time. Our work rests on the hypothesis 
that a limited set of entity candidates for an ambiguous 
mention emerges within a specific time period on Twitter. 
Therefore, we detect the dominant candidate entities of 
mentions in the context of Twitter. In other words, since 
we detect dominant entity candidates from Twitter content, 
our method has the ability to capture the temporal infor-
mation of ambiguous mentions. Furthermore, we explore 
local and global features to perform disambiguation. For 
a comprehensive review of named entity recognition and 
entity linking of tweets, we encourage the interested reader 
to see Derczynski et al. (2015).

The development of techniques that can automatically 
extract the semantics of tweets through entity linking 
has the potential to improve the quality of applications 
that need to process tweets, such as online reputation 
(Saleiro et al. 2017), filtering Twitter streams (Kapanip-
athi et al. 2011), user interest detection (Abel et al. 2011; 
Kapanipathi et al. 2014), and Tweet classification (Varga 
et al. 2014; Vitale et al. 2012), among others. For exam-
ple, Saleiro et al. (2017) have proposed a framework that 
implements text mining techniques to measure the reputa-
tion of entities from tweets, i.e., to perform online reputa-
tion monitoring, which is able to collect texts from Twit-
ter, and identify and disambiguate entities of interest and 
classify sentiment polarity and intensity. Abel et al. (2011) 
have proposed to enrich Twitter posts by linking them to 
related news articles and then extracting the semantic enti-
ties mentioned in the enriched posts using OpenCalais. 
The identified semantic entities are then used to build user 
interest profiles. Similarly, for the purpose of filtering 
Twitter streams, Kapanipathi et al. (2011) have modeled 
users’ interests by annotating their tweets with DBPedia 
concepts. A similar idea has also been applied by Vitale 
et al. (2012) in the context of short text classification. They 
have designed a classification algorithm, which works on 
Wikipedia-based annotators which are able to extract the 
main topics of short texts.

It is important to note that work in entity linking is 
not limited to the domain of tweets and has been exten-
sively explored in other closely related areas. Some recent 
examples include collective disambiguation through query 
expansion (Zhao Gang et al. 2016), search query annota-
tion (Ganea et al. 2016; Cornolti et al. 2016; Bhatia and 
Jain 2016), large-scale entity linking to multiple knowl-
edge bases (Gao and Cucerzan 2017), and disambiguation 

in linkless knowledge bases (Li et al. 2016), just to name 
a few.

3  Tweet entity linking

In this paper, similar to Zou et al. (2014); Liu et al. (2013), 
we define tweet entity linking as the problem of annotating 
named entity mentions t recognized in a tweet t with suit-
able Wikipedia entities.

We sub-divide the problem of annotating tweets into 
two sub-problems: dominant entity candidate detection and 
named entity disambiguation. The dominant entity candi-
dates for ambiguous mentions are identified once within a 
certain time period in an offline process and will become the 
input of the online disambiguation process. The details of 
each step are described in the following sections.

3.1  Dominant entity candidate detection

In this step, for a given ambiguous mention within a tweet, 
among all possible entity candidates defined on Wikipedia, 
our goal is to find entities that are frequently used on Twit-
ter within a certain time period. To do so, given a set of 
ambiguous mentions A within a collection of tweets �  as a 
training corpus, we follow two steps: term cluster detection 
and entity mapping. By analyzing a collection of tweets �  , 
the goal of the term cluster detection process is to find all 
possible term clusters that are relevant to a given ambiguous 
mention on Twitter within a certain time period. In the map-
ping process, we aim at mapping each identified term cluster 
to a Wikipedia entity to form the dominant entity candidates 
for the ambiguous mention.

To be able to recognize named entity mentions from 
tweets, we build a dictionary called mention dictionary 
which includes the surface forms of the Wikipedia named 
entities such as name variations, abbreviations, and spell-
ing forms. To do so, as suggested in Cucerzan (2007), we 
use four sources of information in Wikipedia, namely entity 
pages, redirect pages, disambiguation pages and hyperlinks. 
Then, for each tweet t ∈ �  , we extract all possible n-grams 
from the tweet t and then detect its mentions by querying the 
mention dictionary for each n-gram. Among the identified 
mentions, ambiguous mentions are those that have more than 
one possible entity candidates on their Wikipedia disam-
biguation page.

3.1.1  Term cluster detection

To be able to identify the various entity candidates of a 
given ambiguous mention a ∈ A from Twitter content, we 
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adopt the latent relation hypothesis that states that terms 
appearing in the same context tend to have related seman-
tics (Turney 2008). In case of Twitter, the hypothesis 
would mean that the terms that appear together in the same 
tweets would carry similar or related semantics. Figure 1 
shows the most related terms that were found for each of 
the ambiguous mentions listed in Table 1. As shown in 
the figure, once such semantically related terms are identi-
fied, it would be possible to see clusters of highly similar 
terms to each other that would form the various contexts in 
which the ambiguous term is used. Based on this observa-
tion, we propose an unsupervised technique that can auto-
matically identify different term clusters which are related 
to an ambiguous mention on Twitter. Let us describe this 
process more formally.

Given an input Twitter corpus �  , to extract the related 
term clusters to the identified ambiguous mentions � , we 
create a graph, called the term dependency graph, based on 
the latent relation hypothesis as follows:

Definition 1 (Term Dependency Graph) A term dependency 
graph denoted as  = (� ,�, g) is a weighted graph in which 
�  includes all of the terms in a Twitter corpus T. � denotes 
a set of weighted edges ewi,wj

 from term wi to term wj whose 

weight g(ewi,wj
) is calculated using the following conditional 

dependency between terms:

where f (wi,wj) is the number of times terms wi and wj have 
co-occurred in the same tweet. To find all terms from �  , we 
extract all possible n-g from each tweet t ∈ � .

Now, given the term dependency graph  , and an ambigu-
ous mention a ∈ � , if the mention a belongs to the extracted 
terms from the input Twitter corpus T, it is possible to iden-
tify the terms that have been most frequently observed with 
the ambiguous mention a. To do so, we apply the random 
walk algorithm (Lawler and Limic 2010) to find the related 

(1)g(ewi,wj
) = P(wj�wi) =

f (wi,wj)∑
wk∈V

f (wi,wk)

terms to a denoted as ℝa , by starting the walk of a particle at 
the source node a. The probability of finding the particle at 
a certain node such as wj ∈ �  after l iterations is equivalent 
to the sum of all paths through which the particle could have 
reached wj starting from any other node at iteration l − 1 . 
Formally:

The stationary distribution for the target ambiguous mention 
a ∈ �  is obtained when the stationary distribution does not 
significantly change and can be defined as follows:

where v(a)(0) is an initial distribution that places all of the 
probability mass on a single node, � is the parameter to 
update the distribution at each iteration and M is the transi-
tion matrix associated with the term dependency graph .

Given the stationary distributions of terms, for an ambig-
uous mention a, we build ℝa using the terms in the term 
dependency graph  which are related to a.

Once we have the related terms for an ambiguous mention 
a, i.e., ℝa , our next step is to identify relevant term clusters 
for a. To do so, we first build a graph, called the context 
graph, a , as follows:

Definition 2 (Context Graph) a Context graph for an ambig-
uous mention a, denoted as a = (� ,�, �) , is a weighted 
undirected graph in which �  is the set of all related terms 
to a, i.e., 𝕍 = ℝa , � denotes a set of edges, and the weight 
function � represents semantic relatedness between every 
two node in � .

In our work, we compute the semantic relatedness 
between each two terms based on our earlier method pro-
posed in Feng et al. (2015). We adopt this semantic related-
ness method instead of other existing state-of-the-art seman-
tic relatedness methods, because it is particularly designed 
for the Twitter sphere. It measures the semantic relatedness 
of terms on Twitter by constructing graph representation 

(2)w
(l)

j
=

∑

wk∈�

w
(l−1)

k
P(wj|wk)

(3)v(a)(l) = �v(a)(0) + (1 − �)Mv(a)
(l−1)

Fig. 1  Sample term clusters for some ambiguous mentions
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of terms mentioned in tweets and applying a random walk 
procedure to produce a stationary distribution for each term.

Finally, to be able to identify the set of all contexts of 
an ambiguous mention from a , we would need to find 
separable term clusters within this graph. To do so, we focus 
on the fact that the terms about a certain context are highly 
related to each other and terms from distinct context do not 
share much relatedness. For example, as shown in Fig. 1, 
given an ambiguous mention apple, one set of terms con-
sists of {fruit, greens, organic, leaf, pepper} while another 
includes {model, factory, store, generation, RAM, Mac}. 
While there is a high relatedness within each set, there is 
not too much similarity between the two sets. This implies 
that clusters within the context graph could potentially rep-
resent the possible context of an ambiguous mention. In our 
experiments, we exploit some of the well-known and fre-
quently used clustering algorithms namely Louvain (Blondel 
et al. 2008), graph-based k-means (Ferrer et al. 2009) and 
agglomerative hierarchical clustering (Mannor et al. 2004), 
and compare their performance.

Louvain (Blondel et al. 2008) is an efficient heuristic 
method that finds clusters by optimizing both modular-
ity and extraction time on a weighted graph. The k-means 
clustering algorithm (Arthur and Vassilvitskii 2007) is a 
widely used clustering technique that aims at minimizing 
the average squared distance between points in the same 
cluster and maximizing inter-cluster dissimilarity. As intro-
duced in Ferrer et al. (2009), we use a graph-based version 
of the k-means clustering algorithm in which the general-
ized median graph is used to obtain a representative of each 
cluster as centroid computation. Finally, the agglomerative 
clustering method (Mannor et al. 2004) performs hierarchi-
cal clustering using a bottom-up approach and builds nested 
clusters by merging or splitting them successively.

Therefore, for a given ambiguous mention a ∈ � , we 
apply clustering algorithms on a to cluster the terms into 
distinctive term clusters. As a result, each ambiguous men-
tion a is associated with a set of term clusters 𝕋ℂa , each 
member of which includes highly semantically coherent 
terms.

3.1.2  Entity mapping

To employ the identified term clusters for an ambiguous 
mention a ∈ A in the disambiguation process as the domi-
nant entity candidates, we need to map each term cluster to 
an appropriate Wikipedia entity. To do so, given a term clus-
ter of an ambiguous mention a, i.e., tc ∈ 𝕋ℂa , we aggregate 
all of the terms included in the term cluster tc as a single 
document and then calculate its similarity with the Wiki-
pedia summary of each candidate entity in the disambigua-
tion page of the corresponding Wikipedia entity of a. We 

map tc to the Wikipedia entity with the highest similarity. 
To calculate the similarity, we employ various similarity 
methods in our experiments, we adopt three state-of-the-art 
document similarity methods to compare their performance 
in our model: (i) Words Match Similarity (Gomaa Wael and 
Fahmy Aly 2013); (ii) UMBC Phrase Similarity6 and (iii) 
UMBC Semantic Textual Similarity.7 The document similar-
ity methods proposed by UMBC (Han et al. 2013) are based 
on distributional similarity and Latent Semantic Analysis 
(LSA) (Dumais 2004) combined with semantic relations 
extracted from WordNet8 and assume the semantics of a 
phrase is dependent on its component words.

As an example, Fig. 1 shows that the identified term clus-
ters for Apple are mapped to two Wikipedia entities Apple 
_(fruit ) and Apple _Inc.

In the mapping process, we may find the same Wikipedia 
entity for multiple term clusters of an ambiguous term. For 
example, as shown in Fig. 1, for the ambiguous mention 
apple, two term clusters are mapped to the same Wikipedia 
entity Apple _(fruit ). In such cases, we will merge the two or 
more term clusters that were mapped to the same Wikipedia 
entity into one cluster. It is also possible that an identified 
term cluster refers to a newly emerging entity, which is not 
formally represented in Wikipedia and consequently, there 
is no appropriate entity in Wikipedia to link that cluster to. 
In such cases, we simply ignore that identified term cluster.

At the end of this process, for each ambiguous mention 
a ∈ A , we have a set of Wikipedia entities which are mapped 
to its term clusters TCa . We call these Wikipedia entities as 
the dominant entity candidates of the ambiguous mention 
a, denoted as DEa.

To clearly show the significant difference between the 
number of entity candidates which are frequently employed 
on Twitter compared to the total number of entity candidates 
for each entity in Wikipedia, in Fig. 2, we present the list of 
945 ambiguous mentions available in the dataset from Meij 
et al. (2012) and compare the number of candidates obtained 
from Wikipedia disambiguation pages and our Twitter cor-
pus. This illustrates that the number of dominant entity can-
didates that we identify on Twitter is significantly less than 
the number of candidates formally defined on Wikipedia.

3.2  Named entity disambiguation

In the disambiguation step, given a set of mentions t for 
tweet t, we are interested in linking each mention m ∈ t to 
a Wikipedia entity c ∈ ℂ . To do so, we look up every m in 

6 http://swoog le.umbc.edu/SimSe rvice /phras e_simil arity .html.
7 http://swoog le.umbc.edu/StsSe rvice /index .html.
8 https ://wordn et.princ eton.edu/.

https://en.wikipedia.org/wiki/Apple_%28fruit)
https://en.wikipedia.org/wiki/Apple_%28fruit)
https://en.wikipedia.org/wiki/Apple_Inc.
https://en.wikipedia.org/wiki/Apple_%28fruit)
http://swoogle.umbc.edu/SimService/phrase_similarity.html
http://swoogle.umbc.edu/StsService/index.html
https://wordnet.princeton.edu/
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the mention dictionary built in the dominant entity candidate 
detection step, which will result in three cases:

– If a hit is not found, we are not able to annotate m with a 
Wikipedia entity and therefore we return NIL for m.

– if there is only one possible entity candidate on Wikipedia 
for the mention m, the mention is unambiguous and we 
directly link m to the corresponding Wikipedia entity c.

– if m belongs to the set of ambiguous mentions � , we 
consider its corresponding dominant entity candidates 
��m (as derived in Sect. 3.1.1) to be the candidates for 
disambiguation.

As an example, for the tweet ‘#NP Frankie Beverly 
and Maze Before I let go’, there are two men-
tions, Frankie Beverly and Maze. Because there is only one 
possible Wikipedia entity for Frankie Beverly, i.e., Frank 
ie_Bever ly,9 we directly link it to this entity. However, the 
mention Maze is ambiguous according to its Wikipedia dis-
ambiguation page and it has 39 entity candidates defined 
on Wikipedia. As shown in Table 1, for the mention Maze, 
two Wikipedia entities Maze_(puzzl e) and Maze_(band) 
are identified as the dominant entity candidates and con-
sequently we only consider these two Wikipedia entities as 
candidates for disambiguation.

To associate an ambiguous mention m ∈ � to the best 
candidate from the set of its dominant entity candidates ��m , 
we implement two similarity methods as follows:

Context-based similarity Based on the intuition that each 
annotation in a tweet should be related to the context of the 
tweet, we consider the similarity between each candidate 
de ∈ ��m and the target tweet t. To do so, we apply a docu-
ment similarity method to calculate the similarity between 
t and the summary of the Wikipedia entity to which de is 
mapped, in the mapping step of dominant entity candidate 

detection, as another document. The dominant entity candi-
date with the highest similarity score will be selected as the 
annotation for that mention.

Collective similarity We leverage the global coherence 
between candidate entity and apply collective similarity as 
defined in Eq. 4 by considering both context similarity and 
the similarity between the candidate entities. In other words, 
in this disambiguation approach, the objective is to select 
those senses for the mentions that are not only similar to the 
tweet but are also highly similar to each other. As such, the 
senses selected for the mentions observed in the tweet will 
be selected in a way that have the highest similarity with 
each other.

Definition 3 (Collective similarity) Given a set of k mentions 
for tweet t, t = {m1,m2,… ,mk} , and their dominant entity 
candidates ��m1

,… ,��mk
 as candidates of each mention, 

we let CP be the Cartesian product over k dominant entity 
candidates, CP = ��m1

×⋯ × ��mk
 . Collective similarity 

for each combination CPi ∈ CP , ColSim(CPi) is calculated 
as follows:

where Sim() is a function that measures document-based 
similarity. Finally, we select the combination CPi ∈ CP with 
the highest score, ColSim(CPi) , as the annotation set for the 
target tweet t.

4  Experiments

In this section, we describe our experiments in terms of the 
dataset, setup and execution time performance compared to 
the state of the art.

(4)
ColSim(CPi) =

|CPi|∏

j=1

|CPi|∏

k=j+1

Sim(CPi[j], CPi[k])

× Sim(CPi[j], t) × Sim(CPi[k], t),

Fig. 2  Comparison between the number of entity candidates defined on Wikipedia and dominant entity candidates on Twitter

9 https ://en.wikip edia.org/wiki/Frank ie_Bever ly.

https://en.wikipedia.org/wiki/Frankie_Beverly
https://en.wikipedia.org/wiki/Frankie_Beverly
https://en.wikipedia.org/wiki/Maze
https://en.wikipedia.org/wiki/Maze_%28band)
https://en.wikipedia.org/wiki/Frankie_Beverly
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4.1  Gold standard datasets

We evaluate our method on the following datasets as the 
gold standards to demonstrate robustness across different 
datasets:

Micropost-2014 test (Basave et al. 2014): This Twitter 
dataset was introduced in the ‘Making Sense of Microposts’ 
challenge and consists of 1165 tweets. In this dataset, the 
average number of annotations for each tweet is 2.5.

Meji’s dataset (Meij et al. 2012): This Twitter dataset, 
which is published by Meij et al. (2012) consists of 502 
tweets which are semantically annotated. In this dataset, the 
average number of annotations for each tweet is 2.17. There 
are two other datasets released by Tran et al. (2015) and 
Shen et al. (2013). However, we were not able to use them 
because they are limited only to annotations for trending 
hashtags and annotations customized to specific users and 
are not publicly available.

4.2  Metrics

Given the gold standard datasets, we adopt the evaluation 
metrics that have been used in the related literature (Liu 
et al. 2013; Yamada et al. 2015; Ferragina and Scaiella 2010; 
Huang et al. 2014) to evaluate the quality of our work. We 
determine the quality of the annotations using standard 
information retrieval metrics including Precision, Recall and 
F-measure and compare the performance of our proposed 
method with other state-of-the-art benchmarks.

4.3  Experimental setup

As described in Sect. 3.1, we utilize Twitter to find the domi-
nant entity candidates for ambiguous mentions. For this pur-
pose, we use the publicly available Twitter dataset10 released 
by Cheng et al. (2010) as our training corpus. It consists of 
approximately 8 million tweets posted by 106,349 unique 
users between 10 Nov 2006 and 17 March 2010. In this cor-
pus, the average number of terms in each tweet is 8.4 and 
there are 4 million unique terms available in the corpus.

Furthermore, there are three main variation points in our 
proposed approach, which can affect the performance of our 
results:

Clustering methods As mentioned in Sect.  3.1.1, we 
require a clustering method to detect term clusters related 
to an ambiguous mention. We select three different clus-
tering algorithms, namely Louvain (Blondel et al. 2008), 
graph-based k-means (Ferrer et al. 2009) and agglomerative 
hierarchical clustering (Mannor et al. 2004).

It should be noted that Louvain does not require a 
priori knowledge of the number of clusters ( � ) when 
running the algorithm and � is determined by the algo-
rithm itself. However, the other two algorithms require 
the number of clusters to be predefined. Therefore, we 
apply � obtained from Louvain as the number of clusters 
in the other two methods k-means and agglomerative. The 
results are reported in Table 2. In addition to using � as the 

Table 2  Results based 
on different parameter 
combinations

Bold indicates the best performing model

Clustering method Mapping method Disambiguation method Precision Recall F1

Louvain WordsMatch Context-based 0.765 0.581 0.660
Collective 0.739 0.547 0.629

UMBC phrase Context-based 0.728 0.530 0.613
Collective 0.683 0.50 0.577

UMBC STS0 Context-based 0.723 0.530 0.612
Collective 0.675 0.489 0.567

k-means WordsMatch Context-based 0.744 0.563 0.641
Collective 0.723 0.542 0.620

UMBC phrase Context-based 0.725 0.526 0.610
Collective 0.688 0.494 0.575

UMBC STS0 Context-based 0.712 0.523 0.603
Collective 0.677 0.500 0.575

Hierarchical WordsMatch Context-based 0.731 0.542 0.622
Collective 0.715 0.533 0.611

UMBC phrase Context-based 0.693 0.510 0.588
Collective 0.683 0.490 0.571

UMBC STS0 Context-based 0.712 0.522 0.602
Collective 0.667 0.499 0.571

10 https ://archi ve.org/detai ls/twitt er_cikm_2010.

https://archive.org/details/twitter_cikm_2010
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number of clusters in these two methods, we also evalu-
ated larger and smaller cluster sizes around � . According 
to our experimental results, we observed that varying the 
number of clusters around � does not lead to any mean-
ingful improvements in the final results in either k-means 
or agglomerative clustering. Therefore, we do not report 
these results in Table 2.

Similarity methods in entity mapping As mentioned in 
Sect. 3.1.2, we apply three state-of-the-art document simi-
larity methods to map a term cluster to a Wikipedia entity: 
(i) Words Match Similarity (Gomaa Wael and Fahmy Aly 
2013); (ii) UMBC Phrase Similarity and (iii) UMBC Seman-
tic Textual Similarity.

Disambiguation methods As introduced in Sect. 3.2, we 
implement two disambiguation methods, namely context-
based similarity and collective similarity. The choice of the 
disambiguation method can impact the performance of the 
annotation process. We report our experimental results for 
both of the disambiguation methods.

By selecting and combining the different alternatives for 
these three variation points, we obtain 18 variants (3 cluster-
ing techniques × 3 document clustering methods × 2 disam-
biguation techniques) that are evaluated and compared using 
the gold standard dataset in terms of precision, recall and 
F-measure. The results are shown in Table 2. By fixing two 
of the variation points, i.e., the clustering and mapping meth-
ods, we can compare different annotation methods. Based 
on Table 2, context-based similarity performs better than 
Collective Similarity in our work in terms of all the three 
evaluation metrics. For instance, if we select the Louvain 
clustering method and the words match mapping method, 
the precision, recall, F-measure for context-based similarity 
is 0.765, 0.581, 0.660, respectively, while the same vari-
ant but with a collective similarity results in a lower per-
formance of 0.739, 0.547, 0.629. Given several researchers 
(Kulkarni et al. 2009; Han et al. 2011) have mentioned that 
collective similarity performs better than other methods, we 
looked further for the reason why our observation was to the 
contrary. Based on our observations, we found that some 
Twitter users cram multiple pieces of information into one 
short-length tweet or there are tweets that cover multiple 
aspects that can mislead a collective similarity approach. Let 
us consider the following tweet: ‘Dad doing his best 
charlie sheen impression. WINNINGGG GGG ’. 
In this tweet, when a collective disambiguation approach is 
used the term Dad is linked to the Dad_(Angel) entity 
to collectively disambiguate it with Charlie Sheen. In this 
case Dad_(Angel) is more similar to Charlie_Sheen 
compared to the correct entity which is Dad. There are many 
similar cases that are observed in tweets that can mislead a 
collective similarity approach when annotating tweets and 
hence result in its poorer performance. Based on this, we 

select context-based similarity as the choice for the disam-
biguation technique.

Similarly, we can compare the three mapping methods 
with each other. By fixing the clustering method and the 
annotation method, we observe that the words match simi-
larity mapping method produces better results. By compar-
ing the three clustering methods, it can be observed that 
using the Louvain clustering method results in higher quality 
annotations in terms of the three evaluation metrics. There-
fore, we select the variant with the best performance to be 
compared with the state-of-the-art baselines, i.e., the variant 
composed of Louvain clustering, words match mapping and 
context-based similarity.

4.4  Comparison with baseline methods

In this section, we first introduce the baseline methods and 
then compare the quality and efficiency of our proposed 
method with the baselines to answer the following research 
questions: 

RQ1.  Would a semantic annotation technique that only 
considers the dominant entity candidates extracted 
from Twitter be able to perform competitively with 
the state-of-the-art annotation systems that consider 
the whole candidate space in terms of precision and 
recall (see Sects. 4.4.2 and 4.4.3)?

RQ2.  Would the consideration of only a limited set of 
entity candidates significantly reduce the execution 
time of the named entity disambiguation process 
(see Sect. 4.4.4)?

4.4.1  Baseline methods

The baselines selected for comparison can be divided into 
three categories: (i) supervised, (ii) semi-supervised and 
(iii) unsupervised methods. Baselines belonging to the first 
category include Rysann (Cuzzola and Bagheri 2014), (Liu 
et al. 2013), Wikify! (Mihalcea and Csomai 2007) and (Meij 
et al. 2012). Rysann utilizes a probabilistic model that relies 
on a hybrid gaussian–hypergeometric combination to resolve 
ambiguities by producing the statistics on the distribution of 
words within each DBpedia concept, then a supervised train-
ing process is required to determine the hyper parameters. 
Liu et al. (2013) combine three types of local, entity similar-
ity and mention similarity features. To combine these three 
types of features, they require a training process to determine 
the weight for each feature type. Wikify! (Mihalcea and 
Csomai 2007 )uses a combination of knowledge-based and 
data-driven methods and measures agreement using a voting 
schema to perform disambiguation. The knowledge-based 
method is based on the overlap between the context of the 
potential concept and the keywords mentioned in the input 
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text and the data-driven method uses a Naive Bayes classi-
fier to integrate both local and topical features. Meij et al. 
(2012) employ machine learning algorithms to focus mainly 
on the effectiveness of semantic linking as opposed to effi-
ciency. As mentioned earlier, (Huang et al. 2014) is the only 
work that benefits from a semi-supervised approach where a 
smaller set of labeled data is required for their method. The 
main differences between our method and the above super-
vised methods are that our method is unsupervised which 
does not require labeled data for training and only considers 
the dominant entity candidates in its disambiguation phase.

Unsupervised methods selected as our baselines include 
AIDA (Yosef et al. 2011), which is an online tool for entity 
detection and disambiguation that maps the mentions in a 
text onto entities in the YAGO knowledge base. To do so, the 
authors build a weighted graph of mentions and candidate 
entities, and compute a dense subgraph that approximates 
the best joint mention-entity mapping by taking into account 
three features for the disambiguation process: popularity 
prior for entities, similarity between the context of the men-
tion and its candidates, and the coherence among candidate 
entities for all mentions in a text. TagMe is the other unsu-
pervised annotation system (Ferragina and Scaiella 2010), 
which processes Wikipedia anchor texts and pages to cross 
reference mentions with Wikipedia articles. Also, DBpedia 
Spotlight (Daiber et al. 2013) builds a generative probabil-
istic model by processing the Wikipedia links with their 
anchor texts and textual context.

The above-mentioned unsupervised methods use exter-
nal knowledge resources such as Wikipedia to obtain entity 
candidates for the purpose of disambiguation; however, in 
our work, we utilize Twitter to generate dominant entity can-
didates and only employ the identified dominant candidates 
to perform disambiguation.

4.4.2  Comparison based on gold standards

The results of our comparison with the state-of-the-art base-
lines on the Micropost-2014 gold standard are reported in 
Table 3. To produce the results of the baselines, we adopt 
AIDA,11 Rysann,12 TagMe13 and Spotlight14 whose imple-
mentations are publicly available. We used their RESTful 
API to annotate the tweets of the Micropost-2014 dataset. 
Unfortunately the implementations of the other baselines are 
not available and we could not obtain their annotation results 
for the Micropost-2014 dataset.

As shown in Table 3, our proposed method outperforms 
the other baselines in terms of all metrics, which means con-
sidering only dominant entity candidates instead of all the 
candidates introduced in Wikipedia in the disambiguation 
step leads to improved accuracy in the semantic annotation 
process.

To demonstrates the robustness of our method across dif-
ferent datasets, we additionally compared our method with 
other state-of-the-art baselines on the Meij’s gold standard. 
The results are reported in Table 4. It should be noted that, 
as for baselines such as Liu’s Method (Liu et al. 2013) and 
Huang’s Method (Huang et al. 2014), we report their results 
obtained on the same gold standard dataset as reported in 
their papers. With regards to the results for the method 
proposed by Meij et al. (2012) and Wikify! (Mihalcea and 
Csomai 2007), we employ the results reported in Liu et al. 
(2013), which uses the same gold standard dataset. Unfortu-
nately the code for these methods is not available.

Table 3  Comparative analysis of the performance of different base-
lines on the Micropost 2014 dataset

Method Precision Recall F1

AIDA 0.534 0.365 0.433
TagMe 0.421 0.401 0.411
Spotlight 0.625 0.453 0.525
Rysann 0.374 0.321 0.345
Our method 0.661 0.455 0.539

Table 4  Comparative analysis of the performance of different base-
lines on the Meij dataset

Method Precision Recall F1

Supervised Rysann 0.752 0.595 0.664
Liu’s method 0.752 0.675 0.711
Wikify! 0.375 0.421 0.396
Meij’s method 0.734 0.632 0.679

Semi-supervised Huang’s method 0.658 0.419 0.512
Unsupervised AIDA 0.294 0.164 0.211

TagMe 0.776 0.60 0.677
Spotlight 0.621 0.453 0.524
Our method 0.765 0.581 0.660

11 https ://www.mpi-inf.mpg.de/depar tment s/datab ases-and-infor 
matio n-syste ms/resea rch/yago-naga/aida/.
12 https ://denot e.rnet.ryers on.ca/rysan n.
13 https ://tagme .di.unipi .it/tagme _help.html.
14 https ://githu b.com/dbped ia-spotl ight/dbped ia-spotl ight/wiki/Web-
servi ce.

https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/aida/
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/aida/
https://denote.rnet.ryerson.ca/rysann
https://tagme.di.unipi.it/tagme_help.html
https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Web-service
https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Web-service
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As shown in Table 4, within the supervised method cat-
egory, the best results in terms of all metrics are obtained by 
Liu’s Method (Liu et al. 2013). In their work, they consider 
not only local features, but also global features related to 
entity similarity and mention similarity and the results indi-
cate the effectiveness of collective inference and global fea-
tures. It is important to note that supervised methods require 
high-quality labeled data in practice and need to be retrained 
when being applied to a new collection of tweets.

Based on the results, within the unsupervised category, 
TagMe performs the best. TagMe processes all Wikipedia 
pages which results in 3M anchors, 2.7M pages with a link-
graph of about 147M edges, and computes a score for each 
possible entity candidate from Wikipedia for a mention to 
perform disambiguation. As reported in the results, while 
TagMe shows the best performance overall, the performance 
of our approach is highly competitive with TagMe in all 
three metrics, i.e., precision (0.776 vs 0.765), recall (0.60 vs 
0.581) and F-measure (0.677 vs 0.66). This can be viewed 
as a notable achievement when considering the fact that we 
only process the dominant entity candidates of ambiguous 
mentions obtained from an 8M tweet corpus. According 
to the ambiguous mentions that were present in the gold 
standard, the average number of entity candidates defined 
on Wikipedia is 28 entities, while we reduce this number 
to 5 based on the dominant candidates that were identified.

It is important to note that, due to focusing only on the 
dominant entity candidates, one limitation of our work is that 
it is not able to annotate tweets with rare entities in Twit-
ter. For example, for a given tweet ‘@danieltosh new 
stand up special making me cry laughing. 
jesus christ he’s funn’, the mention detected is 
‘stand up’ which is ambiguous according to its Wikipedia 
disambiguation page and it has 65 entity candidates defined 
on Wikipedia. We found 7 dominant candidate entities for 
this ambiguous mention, which includes Stand _Up!_(song), 
Stand _Up_and_Take_Actio n, Bobby _Womac k, Blue_King_
Brown , 3_Words , Marat hon, and The_Ben_Cohen _Stand U_
Found ation . However, in this tweet the ambiguous mention 
‘stand up’ refers to Stand -up_comed y,, which is not included 
in the dominant entity candidates. Hence, our method cannot 
produce the correct annotation in this case.

On such basis, one of the concerns that needs to be fur-
ther investigated is whether the errors or omissions by our 
proposed method are due to the entity candidates being 
incorrectly omitted when dominant candidates were not 
detected or not. To understand the source for the annotation 
errors or omissions that are made by our proposed technique, 
we manually reviewed all of the annotations that were gener-
ated against the gold standard and classified the errors and 
omissions into two categories: (1) errors or omissions that 
happened due to a missing entity eliminated in the domi-
nant entity candidate detection process, and (2) errors or 

omissions due to incorrect disambiguation. We found that 
in total and out of the 327 erroneous or missing annotations, 
only 75 ( ∼ 22% ) were due to the exclusion of the correct 
entity in the dominant entity candidate detection process. 
This is a significant observation, which shows that dominant 
entity candidates provide a reasonably high coverage of the 
right entities that are needed in the named entity disam-
biguation process.

4.4.3  Comparison based on random sampled tweets

It is worth noting that we identified the dominant entity can-
didates that were used in our experiments from a corpus of 
only 8M tweets. Given the limited size of our Twitter corpus, 
it is possible that some of the ambiguous mentions in the 
gold standard were not observed in the training Twitter cor-
pus at all, which could have impacted our performance. As 
an example, in ‘@yosoyjuanson are you REALLY 
in tasmania?? go to the MONA MUSEUM!! 
email me & i’ll tell you who to talk to 
there!!!’, the mentioned tasmania did not exist in our 
training Twitter Corpus, therefore, we were not able to detect 
any of its dominant entity candidates. Such cases impact the 
performance of our model in terms of recall reported in the 
previous section.

Furthermore, the basic hypothesis of our work is that a 
tweet should be annotated based on the dominant entity can-
didates of ambiguous mentions on Twitter. This hypothesis 
implicitly carries the fact that dominant entity candidates 
of ambiguous mentions can change over time. Therefore, 
ambiguous terms within a tweet would need to be annotated 
with dominant candidates detected within the time period 
when the tweet was posted. However, given the fact that 
we were interested in comparing with the state-of-the-art 
gold standard, there may have been temporal mis-alignment 
between the tweets in the gold standard and our Twitter 
corpus could have affected the precision of our work. The 
best performance of our work is achieved when the train-
ing Twitter corpus and the tweets that are being annotated 
belong to the same time period and hence there is alignment 
between the dominant entity candidates and the tweets. For 
instance, for the term Apple, in our Twitter corpus, we only 

Table 5  Comparative analysis of the performance of the baselines 
based on random sampled tweets

Method Precision Recall F1

AIDA 0.101 0.063 0.077
TagMe 0.707 0.578 0.636
Spotlight 0.525 0.342 0.414
Rysann 0.717 0.519 0.602
Our method 0.788 0.626 0.698

https://en.wikipedia.org/wiki/%e2%80%9cStand_Up%21%e2%80%9d_%28song)
https://en.wikipedia.org/wiki/Stand_Up_and_Take_Action
https://en.wikipedia.org/wiki/Bobby_Womack
https://en.wikipedia.org/wiki/Blue_King_Brown
https://en.wikipedia.org/wiki/Blue_King_Brown
https://en.wikipedia.org/wiki/3_Words
https://en.wikipedia.org/wiki/Marathon
https://en.wikipedia.org/wiki/The_Ben_Cohen_StandUp_Foundation
https://en.wikipedia.org/wiki/The_Ben_Cohen_StandUp_Foundation
https://en.wikipedia.org/wiki/Stand-up_comedy
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found Apple_(fruit) and Apple_corporation as 
the dominant candidates; however, it is possible that within 
a different time frame when the musician Fiona Apple is 
releasing a new album that the entity Fiona_Apple may 
turn out to be a part of the dominant candidates as well. To 
show that temporal alignment matters in our approach, we 
created a third benchmark dataset that shares the same tem-
poral alignment with our Twitter training corpus.

We adopted the approach proposed in Tran et al. (2015) 
in order to create a benchmark dataset, and sampled tweets 
from our Twitter corpus. The sampled tweets were selected 
such that they each had at least five English words and 
included at least one ambiguous mention. We asked two 
volunteers to manually annotate these tweets to create the 
gold standard and ensured that the Kappa inter-rater agree-
ment was above 0.8.

We compared our method with AIDA, TagMe, Spotlight 
and Rysann whose implementations are publicly available. 
The results are reported in Table 5. It is important to note 
that comparison with TagMe is considered to be a good indi-
cation of performance, as TagMe had one of the best perfor-
mances on the previous gold standard datasets. The results 
show that if the tweets are annotated based on the dominant 
entity candidates detected from a temporally aligned Twitter 
corpus that our method outperforms other state-of-the-art 
techniques (both supervised and unsupervised methods) in 
terms of precision, recall and F-measure.

In summary, our proposed work is an unsupervised 
method that generates dominant entity candidates from the 
context of Twitter without relying on all candidates from 
other knowledge bases and yet produces results that are 
competitive with state-of-the-art techniques. Based on the 
observed performance and comparison with the state-of-the-
art technique, we conclude that we can positively respond 
to our research question (RQ1) and conclude that the con-
sideration of the dominant entity candidates for ambiguous 
terms on Twitter can positively enhance the semantic anno-
tation of tweets.

4.4.4  Execution time performance

In this section, we are interested in answering our second 
research question (RQ2) as to whether ‘the consideration of 
only a limited set of entity candidates significantly reduces 
the annotation process time of tweets?’ To this end, we com-
pare the execution time of the different baselines for annotat-
ing the tweets in the primary gold standard. The experiments 
were conducted on an Intel(R) Xeon(R) 3.50 GHz with 40 
GB RAM. We first deploy the baseline methods, whose 
implementations were publicly available, on our server and 
then calculate their execution time for annotating each tweet 
in seconds. Given a downloadable version of AIDA was not 
available and we had to resort to using the publicly available 

Web installation of AIDA, we report the time returned by the 
service under ‘runtime’, which does not include communica-
tion and transfer overheads. It should be noted that we have 
only compared the annotation time of different baselines 
together and have not considered the execution time of their 
pre-processing steps. For example, in case of our method, we 
have not considered the execution time needed for detecting 
dominant entity candidates of the training Twitter corpus, 
because the dominant entity candidates are identified once in 
an offline process and are used in the online annotation pro-
cess. The same applies for the other baselines, i.e., Rysann, 
TagMe, Spotlight and AIDA, where their preprocessing step 
is not included in the reporting of the execution time.

The mean and standard deviation (STDev) of the results 
for each method are shown in Table 6. Based on the results, 
our proposed method is the most efficient in terms of execu-
tion time, which is primarily due to two reasons: (i) it only 
considers a small set of entity candidates for the purpose of 
disambiguation, and (ii) it only uses context-based similar-
ity, which is much less time-consuming compared to collec-
tive similarity. To determine statistical significance of the 
results, we ran a paired t test between the execution times 
reported by our method for each tweet compared to Rysann, 
which is the next fastest approach. We obtained a p value 
of  <  0.01, which shows statistically significant difference 
between the execution time of our approach compared to 
Rysann.

Based on these results, it is possible to answer both 
research questions (RQ 1 and 2) simultaneously that by rely-
ing only on dominant entity candidates for the purpose of 
disambiguation, the entity linking process can be performed 
significantly faster while maintaining a competitive perfor-
mance in terms of precision and recall.

5  Limitations

Recent studies have shown that trending topics and user’s 
interests on social networks can rapidly change in reaction 
to real-world events (Abel et al. 2011; Huang et al. 2017). 
Therefore, our work rests on the hypothesis that, as time 
passes, the set of dominant entity candidates for an ambigu-
ous mention might also evolve depending on real-world 
events and users’ interests. In other words, a limited set of 

Table 6  The mean and standard 
deviation of the execution times 
(in seconds)

Method Mean STDev

AIDA 0.004 0.003
TagMe 0.005 0.019
Spotlight 0.013 0.003
Rysann 0.003 0.001
Our method 0.001 0.001
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entity candidates for an ambiguous mention emerges within 
a specific time period on Twitter and there is no guarantee 
that this set of entity candidates will remain dominant over 
time. As a result, our work needs to annotate a tweet based 
on the dominant entity candidates that are extracted from a 
Twitter corpus that is related to the same time period as the 
tweet. Although it implicitly carries the fact that dominant 
entity candidates of ambiguous mentions can change based 
on time; however, as a limitation, the performance of our 
annotation process is affected by the richness of the Twit-
ter corpus and the temporal alignment between the Twitter 
corpus and tweets that are being annotated.

Therefore, to achieve the best performance of our work, 
we need to constantly update our training Twitter corpus 
and repeat our dominant entity candidate detection process 
to get new dominant entities of ambiguous mentions, which 
is time-consuming as an offline task. As our future work, 
we are interested in exploring the evolution of dominant 
entity candidates for ambiguous mentions. Furthermore, we 
would also like to study whether it would be possible to find 
appropriate length of the time intervals (windows) for which 
dominant entity candidates will be valid to find the optimal 
update intervals.

6  Concluding remarks

In this paper, we have proposed a semantic entity linking 
method for tweets. Unlike other state-of-the-art techniques 
that consider all the entity candidates of an ambiguous term 
from knowledge bases such as Wikipedia, we focus solely 
on the dominant entity candidates of ambiguous mentions 
mined from Twitter. To identify dominant candidates, we 
exploit the latent relation hypothesis whereby context terms 
for an ambiguous mention are clustered to represent the 
entity candidates for that term. Once the term clusters for an 
ambiguous mention is determined, to identify its dominant 
entity candidates, we map each term cluster onto its corre-
sponding Wikipedia entity. Based on the identified dominant 
entity candidates for ambiguous mentions, we can annotate 
tweets to Wikipedia entities. Using a publicly available gold 
standard dataset, we have been able to show that our method 
has a competitive performance to other baselines includ-
ing some recently proposed methods in terms of precision 
and recall. We also present an evaluation of our dominant 
entity candidate detection method to show that only a small 
portion of annotation errors were due to the reduced entity 
candidate set. In other words, eliminating less frequently 
observed entities on Twitter does not significantly impact 
the quality of the annotation results. We further showed 
that if the tweet under consideration is temporally aligned 
with the Twitter corpus then our approach shows improved 
performance compared to other state of the art techniques. 

In addition, our method has a statistically significant speed 
up in terms of execution time compared to other baselines.

There are several directions, which we would like to 
explore in the future. Given the fact that existing techniques 
such as TagMe and Liu’s method consider all Wikipedia 
entity candidates for an ambiguous mention, and our obser-
vation that dominant entity candidates can play a positive 
role in reducing the candidate space, we are interested in 
applying the notion of dominant entity candidates to limit 
the exploration space of these methods and observe the out-
come. TagMe’s source code is openly available; therefore, 
our next step would be to modify TagMe to only consider 
the dominant candidates when performing entity linking 
on a Tweet as opposed to considering all possible entity 
candidates from Wikipedia. As another future work, it has 
been shown in Santamaría et al. (2010) that Wikipedia enti-
ties that occur more often in Web search results are also 
more central to the Wikipedia graph, and are more visited 
in the Wikipedia web pages. The same might happen on 
Twitter. We are interested in eliminating the least visited 
Wikipedia entities and, as a result, the less central Wiki-
pedia entries, and see if focusing on Twitter provides any 
additional advantages.
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